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ABSTRACT: One of indicator important in evaluation quality something college tall is level
graduation students. Graduation rate appropriate time students become a reflection from the quality
of the learning process which ultimately also influences accreditation institutions or study program.
The purpose of this research is to analyze how to increase student graduation rates and reduce
dropout rates through more accurate and effective data-based policy recommendations. There are
Lots factor affecting graduation student so that need determined factors significant influence level
graduation said. With do analysis to data and predictions graduation students, institutions expected
can give appropriate intervention for increase level graduates and identify at-risk students experience
late graduation. In research this using the Naive Bayes method for predict graduation student based
on various factors. The data used in study this is the data obtained from students of the Mathematics
Education Study Program, Faculty of Teacher Training and Education, HKBP Nommensen
University. The results of study this show accuracy 80%, precision 88.24%, and recall 88.24%.
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INTRODUCTION

College tall own obligation for produce competent graduates. This can
assessed from level graduation his students (Khasanah et al., 2022). Graduation
appropriate time is one of the indicator important in evaluate quality college tall.
High graduation rate no only reflect effectiveness of the learning process but also
influences reputation and accreditation college tall the (Basuki, 2023) In the context
accreditation, accuracy time graduation students become one of the criteria
evaluation main, as stated by the National Accreditation Board for Higher
Education (BAN-PT) and various Accreditation Institutions Independent (LAM)
(Legowo & Indiarto, 2017).

One of the reject measuring quality college tall seen from many students
who can finish studies in accordance with specified time or the term students
graduate on time time (Gunawan et al., 2021). The more lots students who graduate
on time time so the more good performance too college tall said, so that level
graduation student appropriate time becomes one criteria evaluation accreditation
for something college tall or study program (Azahari et al., 2020). Ideal study
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duration for a student level bachelor for finish his education is 4 years, will but still
there is students who do not finish studies appropriate time (Perez & Perez, 2021).
This condition indicates the need for further evaluation of academic, administrative,
and student support systems to improve on-time graduation rates.

Many factors influence success education students, good academic or non-
academic (Issah et al., 2023). Understand factors that influence it the can give
evaluation about accuracy time study which is success in management education
(Rolansa et al., 2020). Some factors that influence graduation student late, such as
marital status student, student status (working/ not working), level understanding
student to material lectures that can seen from the student's GPA (Anwarudin et al.,
2022). This factor is the source data main thing that can utilized for managed, so
that existing data patterns can understood (Jananto et al., 2021). Retrieval decision
no enough only depend on action repair after problem appears, but is also necessary
action preventive with do data analysis and classification or prediction for know
data patterns and transform them into useful information (Pangestu, 2023). By do
data analysis and creating predictive models, institutions education can identify
patterns and contributing factors to graduation students, so that can strategize for
raise level graduation (Sembiring & Tambunan, 2021).

For form a prediction model graduation students in research this will used
approach machine learning with Naive Bayes method. Powerful machine learning
own potential for help institutions in taking decision policy (Putra & Harahap,
2024) and the Naive Bayes method are used for predict graduation student based on
various factor with using historical data students (Wijiyanto et al., 2024). The
results of study this expected can give contribution in increase level graduation
student as well as reduce number separated studies through recommendation policy
more data-based accurate and effective (Hussen & Saikhu, 2024). Based on the
description above, then formulation problem from study this is how do prediction
graduation student with an optimal prediction model. For solve problem the so done
analysis to factors that influence graduation students and then the prediction model
graduation student formed with the Naive Bayes method (Mehta, 2023).

METHOD

Approach quantitative in research this referring to to Naive Bayes method
classification used for analyze data for produce output in the form of classification
(Rachmawati & Miasary, 2024). While data analysis was carried out to object
research and variables research (Allaam, 2021). The data used in study this is
secondary data namely student data obtained from the database of the Mathematics
Education Study Program at HKBP Nommensen University (Mulyana, 2006). The
student data in question is data on students who graduated in 2024 and 2025.
Variables Study

Study this involving a number of variables that then grouped into variables
dependent and variable independent. Variable dependent in study this is graduation
students (right) time and late, where the indicators seen from the length of study
students (Viet et al., 2021). As for the variables independent in study this is student
data in the form of type gender, employment status, IPS 1, IPS 2, IPS 3, IPS 4, IPS
5, and IPS 6, length of service end (Mehdi & Nachouki, 2023).
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Procedure Study

Study this done in a number of the stages that begin from data collecting,
preprocessing, splitting data, modeling and evaluation.
Data Collecting

Data collecting is stage first for collect the required initial data in study this.
Good data is the data obtained in a way objective and has verified (Awaludin et al.,
2022).
Preprocessing

At the stage this done selection influential attributes big to predictions.
Empty data and missing attributes influential to calculation will deleted (Marzuqi
etal., 2021).
Splitting Data

This process done for share the data that has been through stage
preprocessing to in train data and test data.
Modeling (Naive Bayes)

At the stage this analysis on the data is carried out with creating a Naive
Bayes method in do prediction graduation students. At this stage this, done manual
calculations with use formula Naive Bayes algorithm (Rawal & Lal, 2023).
Evaluation

Applications used in calculation for study this is RapidMiner. Evaluation
process done with compare calculation with manual applications and calculations.
At this stage this will done calculation accuracy, precision, and recall use confusion
matrix. Confusion matrix provides classification performance assessment based on
object with correct or wrong and produce mark accuracy, recall, precision. Study
this expected produce an optimal prediction model with mark high accuracy.
Accuracy value show level model accuracy in classify data with correct (Kartianom
et al., 2022).

RESULTS AND DISCUSSION
Data Collection

Data used in study this is the data of students of the Mathematics Education
Study Program, Faculty of Teacher Training and Education, HKBP Nommensen
University, who have passed the exam green in 2 year period last. Data used a total
of 68 student data. The following is displayed sample data before preprocessing
(Bakri et al., 2022).

Table 1. Research Data Sample Table.

Marital Grade Grade Grade Grade Grade Grade
. tatns Point Point Point Point Point Point Length of P
Employment stans Stam Stadent
R T Average Averzge Average Average Average Averzge fimal o .
Hame M Gender ?fmngﬁg?t sdemt  (GPA)  (GPA)  (GPA)  (GPA)  (GPA)  (GPA)  assigmem Cemoaim
P study Semester  Semester  Semester  Semester  Seomester  Samester  (thesis)
peried 1 2 3 4 3 [
Hermanda Tt e On time (==
5iia 20150056  Man Doesn't work marriad 387 4400 3E6 400 341 77 ths 4 years [ B
onza Vet o Semesters)
o
Preprocessing

Data cleaning was performed by removing variables or columns that were
irrelevant to prediction and to avoid privacy concerns. Sample data after variable
cleaning is shown in Table 2 (Zheng & Li, 2024).
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Table 2. Research Data Samples After the Data Cleaning Process.

Grade Grade Grade Grade Grade Grade Length of
Employment Pomt Pomt Fomt Pomt Pomt Pomt final
status durmz Average Average Arerage Average Arerape Average assignment -
K = = = = = = = Student graduation status
studant (GPA)  (GBA)  (GRA)  (GBA)  (GRA)  (GPA)  peried R
study period  Samastar Samestar Semestar  Semestar Samestar Semester  (thesiz'mon
1 2 3 4 5 [ th)
Diossn't - - Cm timea (== 4 year= ' §
Man wrork 397 4.00 386 4.00 392 3.77 =6 semesters)

Data Transformation

The next step is to transform or label the data in the categorical variables
into numeric data types (Nuraeni et al., 2021). This is necessary for the Naive Bayes
algorithm to process the data effectively. Table 3 shows the results of the data
transformation or labeling for the categorical variables.

Table 3. Results of the Data Transformation Process.

Employment Grade Poimt  Grade Point  Grade Pomt  Grade Point Grade Point Grade Point Length of
status durnz Awerage Arerage Average Arerage Arerage Arverage final Student

student (GBA) (GBA) (GRA) (GRA) (GEA) (GBA) assigmment  graduation
Gender  studyperind  Semester ] Semestar)  Ssmester 3 Samesterd  Semaster 3 Semestar & (thesiz) status
] i EE El 386 3 EEF] ER i On time

Splitting Data

Before starting modeling with Naive Bayes algorithm, the data must be
divided into two parts: training data and testing data. Of the total dataset, 30% is for
testing data and 70% is for training data, respectively (Dikriani & Karim, 2023).

Table 4. Comparison of Training Data and Testing Data.

Information Training Data Testing Data Total
Proportion 70% 30% 100%
Amount 48 20 68

Modeling with Naive Bayes

At this stage, the model design is formed and implemented through training
and data testing with RapidMiner 9.10.008. The prediction model is obtained based
on the probability values of each attribute from the data training process. The model
evaluation process is conducted to measure the accuracy and reliability of the
resulting Naive Bayes method. This evaluation uses testing data that are separate
from the training data, allowing the model’s performance to be assessed objectively
through metrics such as accuracy, precision, recall, and the confusion matrix. The
evaluation results serve as a basis for determining the model’s classification
capability and ensuring that the developed model can provide consistent and
reliable predictions on new data.

The evaluation results are used as a basis for further analysis of the strengths
and weaknesses of the developed Naive Bayes method. By examining the
evaluation metrics and misclassification patterns shown in the confusion matrix, it
is possible to identify the most influential attributes as well as potential biases or
prediction errors. This analysis enables model refinement through the selection of
more relevant attributes, parameter adjustments, or the inclusion of additional
training data, with the aim of improving overall performance and ensuring that the
model can be applied effectively and reliably in real-world scenarios.
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Attribute

Jenis Kelamin

Jenis Kelamin

Status pekerjaan saat masa studi mahasiswa
Status pekerjaan saat masa studi mahasiswa
Indeks Prestasi (IP) Semester 1

Indeks Prestasi (IP) Semester 1

Indeks Prestasi (IP) Semester 2

Indeks Prestasi (IP) Semester 2

Indeks Prestasi (IP) Semester 3

Indeks Prestasi (IP) Semester 3

Indeks Prestasi (IP) Semester 4

Indeks Prestasi (IP) Semester 4

Indeks Prestasi (IP) Semester 5

Indeks Prestasi (IP) Semester 5

Indeks Prestasi (IP) Semester 6

Indeks Prestasi (IP) Semester 6

Lama masa tugas akhir (skripsi)

Lama masa tugas akhir (skripsi)

Parameter Tepat waktu Terlambat
mean 0775 0.500
standard deviation 0423 0535
mean 0200 0
standard deviation 0.405 0.001
mean 3757 3449
standard deviation 0158 0.261
mean 3610 3519
standard deviation 0216 0214
mean 3780 3692
standard deviation 0.161 0200
mean 3729 3547
standard deviation 0.182 0.105
mean 3672 3608
standard deviation 0265 0.150
mean 3721 3550
standard devation 0.148 0.085
mean 0725 0125
standard devation 0452 0354

Figure 1. Attribute Probability Values from Training with RapidMiner.

The results of training the data with RapidMiner also display the statistical
distribution of each class attribute used. After the model design is configured, the
next step is data testing. The prediction results from the data testing are shown in
Table 6 below (Nakhipova et al., 2024).

aw D Lt e L T L
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Figure 2. Prediction Results from Data Testing.

Based on Figure 2 above, it appears that the prediction model successfully
classified graduation rates. It was found that 17 students were in the "on-time" class
and 3 students were in the "late" class.

Evaluation

The following is the calculation of the evaluation results with:

accuracy: 80.00%

pred. Tepat waktu
pred. Terlambat

class recall

true Tepal waktu true Terlambat class precision

15 2 88.24%
2 1 33.33%
88.24% 3233%

Figure 3. Confusion Matrix Results.
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1) Accuracy

The confusion matrix results show a performance vector with 80%
accuracy, which means this model correctly classifies 80% of the test data (Akanbi,
2023).
2) Confusion Matrix

True Positive (TP) is 15 records that were predicted and correct as students
who graduated “on-time”, while False Negative (FN) is 2 records that were
predicted and correct as students who graduated “late”. Furthermore, 2 True
Negative (TN) records were predicted as students who graduated “late” but
graduated “on-time”, and 1 False Positive (FP) record was predicted as students
who graduated “late” but graduated “on-time”.
3) Precision/Recall

Based on Figure 3, the precision/recall for the “on-time” class shows 88%,
which means the results are accurate, while for the “late” class the results are 33%.

CONCLUSION

The research on predicting the graduation rate of Mathematics Education
Study Program students used 68 data sets, with details of 48 training data and 20
testing data. The attributes used include: gender, employment status, social studies
1, social studies 2, social studies 3, social studies 4, social studies 5, and social
studies 6, length of final assignment period and graduation status. The research
results obtained were accuracy = 80%, precision = 88.24%, and recall = 88.24%.

SUGGESTION

This research shows that the strategy of this research is expected to
contribute to increasing student graduation rates and reducing dropout rates through
more accurate and effective data-based policy recommendations.
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